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ABSTRACT: For Arctic estuaries that are characterized by landfast sea ice cover during the winter season, processes
generating estuarine circulation and residual stratification have not yet been investigated, although some of the largest
estuaries in the world belong to this class. Landfast sea ice provides a no-slip surface boundary condition in addition to
the bottom boundary, such that frictional effects are expected to be increased. For this study of estuarine circulation
and residual stratification under landfast sea ice, first, a simple linear analytical model is used. To include tidally varying
scenarios, a water-column model is applied with a second-moment turbulence closure to juxtapose free-surface and ice-
covered estuaries. Well-mixed and strongly stratified tidally periodic scenarios are analyzed by means of a decomposition
of estuarine circulation into contributions from gravitational circulation, eddy viscosity–shear covariance (ESCO), surface
stress, and river runoff. A new method is developed to also decompose tidal residual salinity anomaly profiles. Estuarine
circulation intensity and tidally residual potential energy anomaly are studied for a parameter space spanned by the Simpson
number and the unsteadiness number. These are the major results of this study that will support future scenario studies in
Arctic estuaries under conditions of accelerated warming: (i) residual surface drag under ice opposes estuarine circulation;
(ii) residual differential advection under ice destabilizes the near-surface flow; (iii) reversal of ESCO during strong stratifica-
tion does not occur under landfast sea ice; (iv) tidal pumping (s-ESCO) contributes dominantly to residual stratification also
with sea ice cover.

SIGNIFICANCE STATEMENT: Our work gives a first qualitative and quantitative understanding of how landfast
sea ice cover on tidal estuaries impacts on the generation of estuarine circulation and residual stratification. Along the
Arctic coasts, where some of the world’s largest estuaries are located, these processes play a significant role for the
economy and ecology by means of transports of sediments, nutrients and pollutants. Due to Arctic amplification,
the conditions for ice-covered estuaries are strongly changing in a way that the ice-covered periods may be shorter
in the future. Our results intend to motivate field observations and realistic model studies to allow for better predicting
the consequences of these changes.
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1. Introduction

The most studied estuaries in the world do not show any
relevant ice cover during the annual cycle, but seasonal ice
cover is the case for many Arctic river estuaries. In particular,
four out of the six largest estuarine rivers on Earth, namely,
the Yenisei, Saint Lawrence, Ob, and Amur Rivers, have sea-
sonal ice cover (Fig. 1). Moreover, ice cover is observed at nu-
merous smaller estuaries with low air temperature during the
cold season. In particular, almost all river estuaries located in
the Arctic Ocean region are completely frozen in winter and
spring.

The classical physical oceanography of tidal estuaries, that
is, the brackish water regions in the salt mixing zones between

rivers and the coastal ocean, has become a well-established re-
search field during the last decades. The focus of the research
has been on processes of mixing and estuarine circulation
(MacCready and Geyer 2010; Geyer and MacCready 2014)
and its relation to sediment trapping (Burchard et al. 2018) in
midlatitude estuaries. These reviews do, however, not discuss
dynamics of ice-covered estuaries.

In ice-free tidal estuaries, the generation of estuarine circu-
lation depends on various processes that interact nonlinearly
in a complex way (Geyer and MacCready 2014). Gravitational
circulation caused by the tidal mean effect of longitudinal
density gradients has been long believed to dominate estua-
rine circulation (Pritchard 1952, 1954, 1956; Hansen and
Rattray 1965). Later, estuarine convergence (Ianniello 1979;
Burchard et al. 2014), eddy viscosity–shear covariance (ESCO;
Jay and Musiak 1994; Burchard and Baumert 1998; Burchard
and Hetland 2010; Dijkstra et al. 2017), lateral circulation
(Nunes and Simpson 1985; Lerczak and Geyer 2004; Burchard
et al. 2011), and wind straining (Weisberg and Sturges 1976;
Chen and Sanford 2009; Lange and Burchard 2019) have been
recognized as factors substantially impacting on the strength
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of estuarine circulation. Which of these processes dominates
depends on details of the tidal characteristics, river runoff,
local topography, and tidal and wind forcing. It should be
noted that comparable studies have not been carried out for
estuaries covered with landfast sea ice, and it must be as-
sumed that all these relations are largely invalid for such
conditions.

Coverage by landfast ice during about half of the year is the
important feature of the Arctic estuaries (see section 2); how-
ever, little is known about the impact of the ice cover on the
estuarine physics. There are only a few studies that investigate
such impacts (such as Macdonald and Yu 2006; Georgas 2012;
Wang et al. 2012; Mohammadian et al. 2021). The fundamen-
tal difference between a free-surface tidal flow and an ice-
covered tidal flow has been shown by Georgas (2012) for the
upper Hudson River during ice cover: instead of a classical
flow profile with a no-slip condition at the bed and maximum
flow velocity at the surface, the ice-covered tidal flow is char-
acterized by no-slip conditions at the surface and at the bed,
with a flow maximum at middepth, similar to a classical pipe
flow. The observations could be reproduced by a numerical
model by Georgas (2012). Since the ice cover had been lim-
ited to the freshwater reach of the tidal river, no conclusions

about effects of ice cover on estuarine dynamics could be
made. None of the Arctic estuarine studies investigated the
effects of ice cover on estuarine circulation and mixing.

This study extends the approach outlined by Burchard and
Hetland (2010), Burchard et al. (2014), and Lange and Burchard
(2019) who formally solved the tidally averaged momentum
equations to obtain vertical profiles of the tidally averaged
velocity profile and its decomposition into contributions from
gravitational circulation, ESCO, surface stress (e.g., due to
wind forcing), and river runoff. Ice cover is simply parameter-
ized by means of a no-slip condition at the surface. Surface
heat and freshwater fluxes are neglected, as well as transitional
processes of freezing and melting that lead to generation and
removal of landfast sea ice. Wind forcing is neglected in both
cases, without and with ice cover (note that for landfast ice
cover, any effects of wind forcing should not be transferred to
the underlying water column). As in other fundamental one-
dimensional studies of estuarine dynamics (e.g., Simpson et al.
2002; Burchard and Hetland 2010) surface buoyancy fluxes are
supposed to be much smaller than vertical buoyancy fluxes
generated by tidal straining (see Figs. 4d, 6d, 8d, and 9d).

In addition, a new approach is developed to decompose re-
sidual salinity anomaly profiles into contributions from different

FIG. 1. Segments of continental shoreline with seasonal ice coverage (red lines) in the North-
ern Hemisphere, as well as locations, annual volumes of river runoff (Q), and areas of watershed
basins (S) of the largest Arctic and subarctic estuaries.
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processes. This is motivated by analytical solutions obtained for
a vertically constant eddy viscosity and eddy diffusivity, which
allows for polynomial solutions (Hansen and Rattray 1965).

The paper is structured as follows: First, the relevance of
ice-covered estuaries is demonstrated for large Arctic estuar-
ies mainly located along the Siberian coast (section 2). Then,
one-dimensional budget equations for momentum and salinity
are given as basis for the simulations and the analysis (section 3).
In section 4, results of the analytical model are briefly presented.
As the core of the study, results from the tidally resolving simula-
tions are presented in section 5, where the decomposition of
residual profiles is explained in section 5a, nondimensional meas-
ures for estuarine circulation and residual stratification are intro-
duced in section 5b, the model setup is explained in section 5c,
example tidal scenarios are presented in section 5d, and results
from the parameter space study are shown in section 5e. Finally,
the results are discussed in section 6, and conclusions are drawn
in section 7. The analytical and semianalytical formulations for
the decomposition of estuarine circulation and residual stratifica-
tion are given in the appendix (sections a and b).

2. Relevance

a. Characterization of arctic estuaries

For Arctic estuaries, the duration of the ice coverage lasts
half a year or more. Many estuaries located in subpolar and
midlatitude areas in the Northern Hemisphere also have sea-
sonal ice coverage. Ice covers estuaries from several weeks to
several months at certain shelf sea regions of the Pacific
Ocean (Bering Sea, Sea of Okhotsk, Sea of Japan, Bohai Sea,
Gulf of Alaska) and the Atlantic Ocean and its marginal seas
(Labrador Sea, Hudson Bay, Gulf of Saint Lawrence, Baltic
Sea, Sea of Azov, Black Sea), see Fig. 1. Apart from rivers
discharging into Northern Hemisphere ice-covered estuaries,
a considerable amount of freshwater is entering the Arctic
Ocean via river deltas. Examples of such river deltas are the
Lena, Indigirka, Kolyma, Yukon, and Mackenzie deltas
(Osadchiev et al. 2020b, 2021a; Spivak et al. 2021). Since they
are not expected to show a comparable estuarine dynamics,
they are not further discussed here.

The Arctic estuaries with the largest annual mean freshwa-
ter discharge are the Gulf of Ob (530 km3 yr21) and the
Yenisei Gulf (630 km3 yr21) in the Kara Sea, the Pechora
Gulf (130 km3 yr21) in the Barents Sea, and the Khatanga
Gulf (100 km3 yr21) in the Laptev Sea (Osadchiev et al. 2019,
2020a, 2021b,c; Fig. 1). In total, Arctic estuaries provide a
river discharge of 2200 km3 yr21 including 1600 km3 yr21

from large estuaries listed above and 600 km3 yr21 from nu-
merous small estuaries in the Barents, Kara, and Laptev Seas
(Gordeev et al. 1996). This volume accounts for 6% of total
river runoff to the World Ocean (Dai and Trenberth 2002).

b. Seasonality of discharge in arctic estuaries

The ice season at the Ob, Yenisei, and Khatanga Gulfs lasts
from October–November to June–July. During this period,
the whole areas of the Yenisei and Khatanga Gulfs are cov-
ered by landfast ice (Osadchiev et al. 2020a). The Gulf of Ob

is only partly covered by landfast ice because a large polynya
occupies the northern part of the gulf (Popov et al. 2016).
The White Sea is covered by pack ice from the months of
January–February to April–May (Chernov et al. 2018). In ad-
dition to the ice coverage in winter, an important feature of
the Arctic rivers (in contrast to midlatitude and tropical riv-
ers) is that they have a very short and intense discharge pe-
riod in summer and very low discharge during the rest of the
year (Osadchiev et al. 2021b,c). Up to 75%–80% of the total
annual discharge of the Ob and Yenisei Rivers occurs in
May–September, in particular, 40%–55% in June–July. The
late spring flood wave has a peak elevation of 5 m at the Ob
River and even 12 m at the Yenisei River, which is an impor-
tant hydraulic feature once it reaches the estuary and propa-
gates down to the sea (Pavlov et al. 1996). The estuaries
are still covered by ice during this period. Further eastward,
the weather conditions in winter–spring are colder and rivers
are frozen to the bottom from October to May, which results in
zero discharge (Pavlov et al. 1996). For example, the Khatanga
River provides 75% of annual discharge in June–July and 100%
in June–September (Osadchiev et al. 2020a).

Generally, the Arctic estuaries are poorly studied during
the cold season due to a lack of ice-based in situ measure-
ments. In particular, the Gulf of Ob is the only estuary with
reliable information about average surface and bottom salin-
ity distribution in winter (Voinov et al. 2017; Fig. 2). The Gulf
of Ob shows significant seasonal variability in salinity struc-
ture caused by variability of river discharge and ice coverage.
In late summer, after the flooding period, river water occupies
the whole water column in the southern and central part of
the Gulf of Ob (Osadchiev et al. 2021c). A salt-wedge zone
with a large salinity gradient between the freshened surface
layer and the saline bottom layer is typically located in the
northern part of the gulf (728–72.58N, Osadchiev et al. 2021c).
Surface salinity at this area is 1–5 g kg21, while bottom salinity
is 5–25 g kg21. In winter, river discharge decreases and the
gulf is covered by ice. As a result, the salt-wedge zone shifts
southward to the central part of the gulf (70.58–718N; Voinov
et al. 2017). Surface salinity in the northern part of the gulf
increases to 15–25 g kg21.

The majority of the Gulf of Ob is covered by landfast ice
(1–2 m thick) from October/November to June/July (Pavlov
et al. 1996). However, a large polynya is formed northward
from the landfast ice with an ice thickness of 5–30 cm that
occupies the northern part of the gulf during most years
(Popov et al. 2016). During very cold winters, landfast ice cov-
ers the whole gulf and the polynya is located northward from
the gulf in the open sea. Since the polynya is localized in the
northern part of the gulf, we assume that it does not modify
the large-scale estuarine flow.

c. Effects of ice cover on tidal intensity

Landfast ice coverage causes a reduction of tidal velocity
and elevation amplitudes. In particular, the dominant tidal
amplitude M2 decreases from 13–24 cm in July–October to
4–8 cm in November–May in the central part of the Gulf of
Ob and from 37–47 to 18–26 cm in the northern part of the
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gulf (Voinov 2016; Voinov et al. 2017; Voinov and Piskun
2019). The monthly climatology of amplitudes and phases of
tidal constituents shows a characteristic distribution for differ-
ent locations along the Siberian coast and each constituent,
which is also reflected in the mean spring range (Kulikov et al.
2020). Typically, the analysis shows a decreasing tidal energy
during the first few months of the year, followed by a substan-
tial increase during the ice-free season in summer, which is
then decreased again when the ice cover sets in autumn.

The polynya ice coverage also reduces tidal amplitudes, how-
ever, to a smaller extent (Voinov and Piskun 2019). Tidally in-
duced horizontal motion of landfast ice in the Gulf of Ob is
considered to be small, however, there is no available informa-
tion about its direct measurement (Tarasenko et al. 2022).

No observations of the tidal velocity amplitude under land-
fast ice are available for tidal estuaries. Therefore, to include
a large range of possible conditions, the present study covers
a large parameter space in terms of the nondimensional hori-
zontal buoyancy gradient and the nondimensional tidal veloc-
ity amplitude.

3. Basic equations

The basic budget equations for momentum and salinity are
shown here for both, analytical examples with constant eddy
coefficients and numerical examples with eddy coefficients
calculated from second-moment closure models.

Temporal (e.g., mostly tidal) averaging is defined as

hX(z, t)i 5 1
T

� t1T/2

t2T/2
X(z, t) dt, (1)

with the averaging period T. For any quantity X, the deviation
from the tidal average is denoted as X′ 5 X2 hXi.

a. Momentum equation

The investigations here are based on the one-dimensional
irrotational momentum budget for u with constant in time
and space horizontal buoyancy gradient bx $ 0:

tu 2 z(Ayzu) 5 2gxh 2 zbx, (2)

where Ay is the eddy viscosity, g is gravitational acceleration,
xh is the surface slope, t is time, and z is the vertical coordi-
nate extending from the bottom at z 5 2H to the surface that
is fixed at z 5 0. The water depth H is kept constant such that
no freezing and melting freshwater fluxes are considered at
the surface. Some influence of Earth rotation would be ex-
pected, specifically in terms of secondary lateral circulation.
This has been shown for the estuarine water-column study by
Simpson et al. (2002) already. However, the effects are not so
fundamental that the additional dependence of the results on
an additional parameter such as the Ekman number would be
needed.

FIG. 2. Average position of isohalines of 1, 5, 15, and 25 g kg21 (red lines and red numbers) in the Gulf of Ob in the surface and bottom
layers in (left) late summer and (right) winter. This figure has been adapted from (Voinov et al. 2017) and (Osadchiev et al. 2021c).
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With bx $ 0, the water column is oriented in a way that
u . 0 represents flood flow (landwards, i.e., toward higher
buoyancy and lower salinity, respectively) and u , 0 repre-
sents ebb flow (seawards, i.e., toward lower buoyancy and
higher salinity, respectively).

With (1), tidal averaging of (2) and assuming periodic con-
ditions leads to

zhAyzui 5 gxhhi 1 zbx, (3)

which is the starting point for the decomposition of residual
velocity profiles based on two subsequent vertical integrations
to obtain profiles of hui(z), see the appendix, sections a(1)
and b(1).

The dynamic boundary conditions at the surface and at the
bottom are given as upward momentum fluxes,

2Ayzu 5 2u*,s|u*,s| 5 2
ts
r0

, for z 5 0 (surface),
2Ayzu 5 u*,b|u*,b| 5

tb
r0

, for z 5 2H (bottom),
(4)

with the surface friction velocity u*,s, the bottom friction velocity
u*,b, the surface stress ts, and the bottom stress tb. The notation
is such that during flood (zu . 0 near the bottom), a negative
bottom momentum flux (momentum is transferred downward
into the bottom) is resulting and thus negative bottom friction ve-
locity and stress. At the surface, positive stress and friction veloc-
ity (i.e., landward surface stress) coincide with zu . 0 and thus
with a negative surface momentum flux and vice versa.

At the bottom, a no-slip condition is assumed that specifies
the flux boundary condition:

u 5 0, for z 5 2H (bottom): (5)

In the presence of landfast sea ice, a no-slip boundary condi-
tion is also assumed for the surface:

u 5 0, for z 5 0 (surface): (6)

The ebb-oriented vertically averaged residual runoff velocity
ur , 0 is defined as

ur 5
1
H

�0

2H
hu(z)idz: (7)

b. Salinity equation

The one-dimensional salinity equation with salinity s, horizon-
tal salinity gradient sx, and eddy diffusivity Ky 5 Ay/Pr

t (with the
turbulent Prandtl number Prt) is of the following form:

ts 1 usx 2 z(Kyzs) 5 2
s 2 sn
Tn

, (8)

with zero-flux boundary conditions at the surface and the
bottom:

2Kyzs 5 0, for z 5 0 (surface),
2Kyzs 5 0, for z 5 2H (bottom): (9)

With the linear equation of state for potential density,

r 5 r0[1 1 b(s 2 s0)], (10)

and buoyancy

b 5 2g
r 2 r0
r0

, (11)

with the haline contraction coefficient b . 0, the constant
reference salinity s0 and the constant reference density r0, we
obtain the horizontal salinity gradient

sx 5 2
1
gb

bx , 0: (12)

Temperature variations are neglected here, since due to the
horizontal salinity gradient, salinity effects on density are sup-
posed to be dominant.

In (8), Tn . 0 is a nudging time scale and sn is a spatially
and temporally constant target salinity value, such that the
term on the right-hand side is a nudging term that parameter-
izes all unresolved processes (such as lateral circulation) that
allows for periodically oscillating salinity profiles in three-
dimensional models. Without this term, tidally averaged salin-
ity would be subject to a steady drift. Tidal averaging of (8)
gives

Ds
T

1 huisx 2 zhKyzsi 5 2
hsi 2 sn

Tn

, (13)

with the shift in salinity during one tidal cycle Ds that is assumed
to be depth independent. Vertical averaging of (13) gives

Ds 5 2T ursx 1
hsi 2 sn

Tn

( )
, (14)

where hsi is the tidally and vertically averaged salinity. Equa-
tion (14) shows that for no nudging (Tn " ‘) a negative
(freshening) salinity drift Ds 5 2Tursx , 0 will occur during
each tidal cycle. With nudging (finite Tn . 0), the model re-
sults performed here converge toward a periodically oscillat-
ing solution with Ds 5 0 and hsi 5 sn 2 Tnu

rsx. Smaller
nudging time scales Tn will result in faster convergence to-
ward a periodic state. All simulations in this study are evalu-
ated in such a periodic state.

The tidally averaged salinity budget is the basis for the deri-
vation of solutions for the residual salinity anomaly profiles
for constant eddy coefficients [appendix section a(2)] and
eddy coefficients calculated from a second-moment turbu-
lence closure model [appendix section b(2)].

4. Analytical model

Here, analytical solutions for residual velocity and salinity
budgets with constant eddy coefficients [see appendix sections
a(1) and a(2) for the derivation] are discussed for scenarios
without and with landfast sea ice cover. For a stress-free sur-
face (no wind stress, no ice cover) the classical solutions for
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estuarine circulation are obtained, composed of the stratifying
effects of gravitational circulation and river runoff (Figs. 3a,b).
When, however, a no-slip condition is applied to the sea sur-
face to parameterize the effect of landfast sea ice, an addi-
tional component due to surface stress is added, forcing a
strong reverse estuarine circulation component (Figs. 3c,d),
while the other contributions to the momentum and salinity
anomaly profiles remain unchanged for the same river dis-
charge and horizontal buoyancy gradient. Note that we here
use the term reverse instead of inverse to avoid confusion with
evaporation-dominated inverse estuaries. The reason is the
positive surface stress (i.e., downward surface momentum
flux) needed to enforce the no-slip surface condition by in-
creasing the negative surface velocity to zero. This reverse circu-
lation component has the effect that the estuarine circulation is

substantially decreased (red curve in Fig. 3c). Furthermore, due
to the positive near-surface shear, the differential salinity advec-
tion leads to an unstably stratified salinity anomaly profile near
the surface (red curve in Fig. 3d). Such an instability of the resid-
ual salinity profile can only exist in this simple analytical model
due to the missing feedback to the eddy diffusivity. In the tidally
varying model, the eddy coefficients will strongly increase in such
a situation such that the instability will be largely removed, lead-
ing to well-mixed surface profiles [section 5d(2)].

Our analysis uses a no-slip bottom and an ice-free (and
stress-free) sea surface as a starting point and considers the
situation with landfast sea ice as a special case where a surface
stress guarantees a no-slip condition at all times. This leads to
the surface stress-related profiles as additional components of
the residual velocity and salinity anomaly profiles. Even for a

FIG. 3. Analytical solution with constant eddy viscosity and eddy diffusivity: (a),(c) Decomposition of residual ve-
locity and (b),(d) residual salinity anomaly for (top) ice-free and (bottom) ice-covered conditions. Here, the following
parameters were used: Ay 5 1023 m2 s21, Prt 5 0.7, bx 5 5 3 1026 s22, b 5 7 3 1024 g21 kg, H 5 10 m, and
ur 520.05 m s21.
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scenario without horizontal buoyancy gradient, for which
residual profiles would be symmetric around middepth, the
decomposition is not symmetric. This is a consequence of the
method chosen that focuses on the extra surface stress needed
for the surface no-slip condition. This asymmetry of the
decomposition is also present in the time-varying scenarios
presented in section 5.

5. Tidally resolved dynamics

For investigating tidally resolved water-column scenarios,
periodically oscillating simulations using the General Ocean
Turbulence Model (GOTM, www.gotm.net; Burchard et al.
1999; Li et al. 2021) are carried out and analyzed, as already
done in previous studies of idealized tidal flow (Burchard
2009; Burchard and Hetland 2010; Lange and Burchard 2019).
Simulations without and with sea ice cover are juxtaposed.

To force a tidal current, the surface slope xh is varied in a
way that the vertically averaged velocity results as

u(t) 5 1
H

�0

2H
u(t, z) dz 5 ur 1 utsin(vt), (15)

with the tidal velocity amplitude ut and the tidal frequency v;
see Burchard and Hetland (2010) for details.

a. Decomposition of residual profiles

For all simulations, tidally averaged velocity profiles are de-
composed into contributions from gravitational circulation,
ESCO, surface stress-induced circulation and runoff circula-
tion. This analysis has first been proposed by Burchard and
Hetland (2010) and is summarized in appendix section b(1) of
the present study. All these exchange flow profiles have a
zero vertical average, except for the circulation due to runoff,
which has a vertical average of ur. The procedure for calculat-
ing this decomposition is in principle the same as for the ana-
lytical decomposition derived in appendix section a(1) and
analyzed in section 4. The difference here is that (i) the result-
ing expressions need to be numerically evaluated due to the
high complexity in time and space and (ii) the decomposition
contains one extra term due to the temporal ESCO that does
not occur for constant-in-time eddy viscosity profiles. In sum-
mary, the residual velocity profiles are decomposed into these
contributions:

• hu1i: ESCO.
• hu2i: Gravitational circulation (gravit.).
• hu3i: Surface-stress circulation (stress).
• hu4i: Circulation due to river runoff (river).
• hu5i: Residual circulation due to nonperiodicity and discre-
tization errors (error).

Equivalently to the analytical decomposition, also the resid-
ual salinity anomaly profiles (A11) obtained for the tidal sce-
narios are decomposed. This is a method that is developed
here for the first time, see details in appendix section b(2).
First of all, the residual salinity anomaly decomposition con-
sists of the advective contributions from the decomposed re-
sidual velocity profile, that is, the gravitational circulation,

ECSO, surface stress circulation and runoff circulation. More-
over, the contribution from the temporal covariance between
eddy diffusivity and vertical salinity gradient (s-ESCO) is in-
cluded, which could also be denoted as tidal pumping. Finally,
the contribution from salinity nudging is included. In sum-
mary, the residual salinity anomaly profiles are decomposed
into these contributions:

• hs̃1i: Advective contribution from ESCO.
• hs̃2i: Advective contribution from gravitational circulation
(gravit.).

• hs̃3i: Advective contribution from surface-stress circulation
(stress).

• hs̃4i: Advective contribution from river runoff (river).
• hs̃5i: Contribution from s-ESCO.
• hs̃6i: Contribution from nudging (nudging).
• hs̃7i: Residual circulation due to nonperiodicity and discre-
tization errors (error).

b. Nondimensional parameters and measures

The most relevant nondimensional parameters of the estua-
rine flow are the Simpson number Si (nondimensional hori-
zontal buoyancy gradient, representing the ratio of stratifying
to mixing forces, Simpson et al. 1990; Stacey et al. 2010) and
the unsteadiness number Un (nondimensional tidal period,
representing the ratio of the water depth to the depth of the
bottom boundary layer, Baumert and Radach 1992; Burchard
and Hetland 2010) with

Si 5
bxH

2

hu2*,bi
; Un 5

vH

hu2*,bi1/2
, (16)

where hu2*,bi is the tidally averaged square bed friction veloc-
ity. An alternative way of defining these parameters had
been introduced by Burchard (2009) to include the mixing
effect of surface stress. Instead of the bottom friction veloc-
ity, he used the root sum of the bottom and surface friction
velocity squares as the friction velocity scale. As discussed
in section 5e, the concept would have failed here, since the
critical value of Si for the transition between mixed and
stratified scenarios for ice-covered estuaries would have
been significantly below unity.

The nondimensional intensity of the exchange flow is quan-
tified as

M̂ 5 2
4

Hut

�0

2H
hu(z)i z

H
1

1
2

( )
dz;

M̂i 5 2
4

Hut

�0

2H
hui(z)i

z
H

1
1
2

( )
dz, (17)

see Lange and Burchard (2019). The measures M̂ and M̂i are
defined in a way that a hypothetical exchange flow with u/ut 5 û0
in the lower half of the water column and u/ut 5 2 û0 in the
upper half of the water column results in M̂ 5 û0, such that for
classical estuarine circulation M̂ . 0 and for inverse circula-
tion M̂ , 0 is obtained. Furthermore, the measure is additive
in a way that M̂ 5+iM̂i for [u(z)]5+i[ui(z)].
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A suitable measure for the water-column stability is the
potential energy anomaly (Simpson 1981; Burchard and
Hofmeister 2008), which reads in nondimensional form as

f̂ 5
f

r0bxH
2 5

1
bxH

3

�0

2H
zb̃ dz′,

f̂i 5
fi

r0bxH
2 5

1
bxH

3

�0

2H
zb̃i dz

′, (18)

where b̃ 5 2gbs̃ and b̃i 5 2gbs̃ i are the buoyancy anomalies
corresponding to the salinity anomaly and its decomposition.
With this, f is the amount of energy needed to vertically ho-
mogenize a stratified water column with f . 0 indicating a
stably stratified water column and f , 0 indicating an unsta-
bly stratified water column. As for with M, also this measure
is additive in a way that f̂ 5+if̂i since hs̃(z)i5+ihs̃ i(z)i.
c. Model setup

Eddy viscosity and eddy diffusivity are calculated by means
of a two-equation k 2 « turbulence closure model with an
algebraic second-moment closure, as documented by Umlauf
and Burchard (2005). The closure model uses budget equa-
tions for the turbulent kinetic energy per unit mass (TKE) k
and its dissipation rate «. To parameterize the effect of unre-
solved breaking of internal waves and to avoid unrealistically
small values of the TKE under stably stratified conditions, a
minimum value of kmin 5 1027 J kg21 has been used, together
with limiting the size of energetic eddies by the Ozmidov scale
LO 5 («/N3)1/2 (see Burchard and Bolding 2001, for details),
with the dissipation rate « and the buoyancy frequency N.

In real estuaries, the bottom roughness length zb0 can vary
by several orders of magnitude due to properties of the sea-
bed such as sediment type and bed forms (Wright et al. 1987).
The effective roughness length may also depend on the flow
direction since bed forms can be asymmetric due to ebb or
flood dominance (Herrling et al. 2021). The roughness length
zs0 at the interface between landfast sea ice and the water col-
umn can vary over orders of magnitude as well, depending on
the properties of the ice (McPhee et al. 1987; Mellor and
Kantha 1989). From their velocity profile observations in the
freshwater reach of the Hudson River estuary Georgas (2012)
estimated a roughness length of zs0 5 4:43 1024 m, mention-
ing that this might be an upper value for this estuary. In the
present idealized model study, for simplicity, we chose
zb0 5 zs0 5 1:03 1024 m.

To allow for periodic solutions and avoid nonperiodic run-
away stratification (Blaise and Deleersnijder 2008) also for
strongly stable stratification, nudging of salinity to a constant
background salinity of sn 5 15 g kg21 using a nudging time
scale of Tn 5 44 714 s (equal to the semidiurnal lunar tidal pe-
riod M2) has been applied according to (8). Considerably
shorter nudging time scales would lead to too well-mixed sa-
linity profiles (and increasing contributions of the nudging
term). Much longer time scales would still lead to runaway
stratification for strongly stratified situations. By doing so, un-
resolved three-dimensional processes guaranteeing periodic-
ity are parameterized. The model is initialized from rest (zero

velocity, minimum values for turbulent quantities) and at a
vertically homogeneous salinity of s 5 sn 5 15 g kg21. It
should, however, be noted that the choice of the initial condi-
tions does not have an effect on the periodic state that we
analyze.

Sufficient numerical accuracy for calculating the decomposi-
tion of residual velocity and salinity anomaly profiles requires a
high numerical resolution in time and space. Therefore, the wa-
ter column of H 5 10 m is vertically discretized with 400 layers
with zooming toward the surface and the bottom, such that the
vertical increments vary between Dz5 7.53 1023 m at the sur-
face and the bottom and Dz 5 4 3 1022 m at middepth. The
time step is Dt 5 M2/20000 5 2.2357 s. All scenarios are simu-
lated for 20 tidal periods, of which the last one is analyzed for
tidal averages. With this, it is guaranteed that the simulation is
in a periodic equilibrium. For all residual velocity and salinity
anomaly profiles the residual error (including the nonperiodic-
ity and the numerical truncation error) is calculated and shown
to be sufficiently small.

d. Example tidal scenarios

1) WITHOUT ICE COVER

A tidally resolved example for a weakly stratified, tidal
energetic scenario without ice cover is given in Fig. 4. The
dimensional parameters and the resulting nondimensional
parameters and exchange flow and stratification measures are
given in the caption. The value of the Simpson number of
Si 5 0.78 indicates the presence of strain-induced periodic
stratification (SIPS; Simpson et al. 1990) with well-mixed or
weakly unstable conditions during later stages of the flood
current and marginally stable conditions during ebb. This can
best be seen in Fig. 4d, where the buoyancy production is
largely positive during flood (potential energy is converted to
TKE), apart from an active entrainment of the turbulent layer
into stratified surface water during the first half of the flood.
Buoyancy production is negative during ebb (TKE is used to
reduce water-column stability). This tidal asymmetry leads to
high eddy viscosity (Fig. 4c) and eddy diffusivity during flood,
leading to ESCO (Jay and Musiak 1994; Burchard and Hetland
2010; Dijkstra et al. 2017), which is an important process of gener-
ating estuarine circulation in well-mixed tidal estuaries. Figure 4
compares well to Fig. 2 of Burchard and Hetland (2010), which
reflects a SIPS situation observed (Rippeth et al. 2001) and simu-
lated (Simpson et al. 2002) in Liverpool Bay.

The decomposition of tidally averaged velocity and salinity
anomaly profiles is shown in Figs. 5a,b. The velocity profile
decomposition is similar to the same decomposition carried
out by Burchard and Hetland (2010), see their Fig. 9 (upper-
right panel). In agreement with the study by Burchard and
Hetland (2010) also here, the ESCO contribution is about
twice as large as the contribution from gravitational circula-
tion, see Table 1, where M̂1 5 0:030 and M̂2 5 0:015 for the
weak stratification scenario without ice cover. The newly in-
troduced decomposition of the salinity anomaly profile (48)
reveals that most of the stratification is explained by the tidal
pumping term s̃5 (s-ESCO), see Table 2 for the weak stratifica-
tion scenario without ice cover with f̂ 5 3:72 and f̂5 5 3:06.
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Although periodicity would not have been obtained without
nudging, the nudging contribution to stratification is relatively
weak with f̂6 5 0:08.

For strong stratification with Si 5 1.71, exchange flow and
stratification are substantially changed. Stratification is stable
throughout the simulation, with a halocline at about z5 22 m
(Fig. 6). The bottom-to-top salinity difference is about 15 g kg21

(Fig. 6b). Due to the strong stratification and the lack of surface
stress, the eddy viscosity in the surface layer is very small and
shows little variation during the tidal cycle (Fig. 6c). This low
top-layer turbulence in concert with the horizontal density gra-
dients leads to a near-surface exchange flow that leads to a
flood velocity maximum at the halocline (Fig. 6a). The cycle of
buoyancy production below the halocline is comparable to the
situation for weak stratification, with negative values at the top
of the entrainment layer during flood and negative values due
to marginal stability during ebb, whereas positive values domi-
nate during ebb due to marginal stability forced by tidal ebb
straining (Fig. 6d). The estuarine circulation (M̂ 5 0:460) results
largely from a balance of gravitational circulation (M̂2 5 0:860)
and reverse ESCO circulation (M̂1 5 20:467), see Fig. 7a. The
dominant balance for stratification is given by the stratifying
process of gravitational circulation (f̂2 5 23 105) and the des-
tratifying effects of advection due to ESCO (f̂1 5 21:33 105)
and due to unresolved processes of destratification that are

parameterized by means of nudging (f̂6 5 20:93 105). It
should, however, be noted for this scenario that the single
contributions to the balance are up to two orders of magni-
tude larger than the total stratification f̂ 5 187. The error
itself due to nonperiodicity and numerical inaccuracies,
f̂7 5 2224, is comparable to the total stratification f̂. How-
ever, the value of the total (and stable since f̂ . 0) stratifi-
cation is certain since it is a direct result from the
simulation, even though the values of the individual contri-
butions contain some uncertainties.

2) WITH ICE COVER

With landfast sea ice cover, the estuarine tidal flow changes
its character substantially. The no-slip condition at the surface
generates a near-surface boundary layer that acts in the same
way as the bottom boundary layer. Therefore, despite a small
asymmetry introduced through the horizontal density gradi-
ent and the river runoff, the velocity profiles are almost sym-
metric with respect to middepth for both weak and strong
stratification (Figs. 8a and 9a), as shown before for the ice-
covered freshwater range of the tidal Hudson River (Georgas
2012). The major consequence of the surface no-slip condition
is that near-surface tidal straining is opposed to near-bottom
tidal straining: during flood stable stratification is generated
(B , 0) and during ebb unstable stratification is generated

FIG. 4. GOTM results without ice cover. Here, the following parameters were used: sx 5 24 3 1024 g kg21 m21,
H 5 10 m, ut 5 0.5 m s21, and ur 5 20.02 m s21. The resulting nondimensional parameters are Si 5 0.78 and
Un5 0.072, and the measures for exchange flow intensity and stratification are M̂ 5 0:050 and f̂ 5 3:72 , respectively.
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(Figs. 8d and 9d). This leads to bottom-enhanced eddy viscos-
ity during flood (same as for no ice cover) and to surface-
enhanced eddy viscosity during ebb (Figs. 8c and 9c). In the
same way, also eddy diffusivity is enhanced (not shown), a
process that will lead to homogenization of the salinity pro-
files at the surface and the bottom. However, the surface
salinity should be even more homogenized than the bottom

salinity due to the addition effect of differential advection by
the river runoff.

The major difference between weak and strong stratifica-
tion is the strong halocline at middepth, which is moving
upward due to entrainment into the low-turbulence near-
surface flood region during flood and vice versa during ebb
(Fig. 9b).

FIG. 5. GOTM simulations for relatively weak stratification, see details in Table 1: (a),(c) Decomposition of residual
velocity and (b),(d) residual salinity anomaly for (top) ice-free and (bottom) ice-covered conditions.

TABLE 1. Simpson number and unsteadiness number and the nondimensional exchange flow intensity of the mean velocity profile
and its components computed for the weakly and strongly stratified scenarios shown in Figs. 5 and 7.

Total ESCO Gravit. Stress River Error
Scenario Si Un M̂ M̂1 M̂2 M̂3 M̂4 M̂5

No ice, weak stratification 0.78 0.072 0.050 0.030 0.015 0.000 0.005 0.000
With ice, weak stratification 0.63 0.065 0.020 0.018 0.017 20.021 0.006 0.000
No ice, strong stratification 1.71 0.106 0.460 20.467 0.860 20.000 0.078 20.011
With ice, strong stratification 1.46 0.098 0.063 0.045 0.088 20.088 0.018 0.000
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Compared to the situation without ice cover, the ice
cover creates a reverse estuarine circulation component to
enforce the no-slip condition at the surface (Figs. 5c and 7c).
This has already been demonstrated for the simple analyti-
cal solution shown in Fig. 3c. For the weak stratification,
ice cover reduces estuarine circulation from M̂ 5 0:050 to
M̂ 5 0:020 (Table 1), such that there is no landward residual
flow near the bed (Fig. 5c). In comparison to the ice-free
surface, the ESCO contribution is strongly reduced and
is of similar size than the contribution from gravitational
circulation (which in turn is slightly increased from M̂2 5 0:015
to M̂2 5 0:017 due to reduced tidally averaged eddy viscosity,
see Table 1). For the strong stratification, estuarine circulation

is reduced from M̂ 5 0:460 to M̂ 5 0:063, leading to a strongly
reduced landward near-bottom residual flow component
(Fig. 7c).

For the weak stratification scenario, stratification is strongly
reduced from f̂ 5 3:72 to f̂ 5 1:14 by ice cover due to several
processes, despite the increased advective effect of gravita-
tional circulation (f̂2 5 0:31 vs f̂2 5 0:22). First of all, for
weak stratification, s-ESCO (tidal pumping) is strongly re-
duced (f̂5 5 0:80 vs f̂5 5 3:06). Second, surface-stress related
advective straining with f̂3 5 20:38 opposes the stratifying
agents, see also Fig. 7b.

For the scenario with strong buoyancy forcing, ice cover re-
duces stratification by a factor of 18 from f̂ 5 187 to f̂ 5 12

TABLE 2. Nondimensional potential energy anomaly of the salinity anomaly profile and its components computed for the weakly and
strongly stratified scenarios shown in Figs. 5 and 7.

Total ESCO Gravit. Stress River s-ESCO Nudging Error
Scenario f̂ f̂1 f̂2 f̂3 f̂4 f̂5 f̂6 f̂7

No ice, weak stratification 3.72 0.45 0.22 0.00 0.07 3.06 20.08 0.00
With ice, weak stratification 1.14 0.33 0.31 20.38 0.11 0.80 20.03 0.00
No ice, strong stratification 187.65 212 511.98 19 831.29 0.00 1666.75 16.00 28590.62 2223.80
With ice, strong stratification 11.90 3.78 8.43 28.06 1.68 8.63 22.59 0.03

FIG. 6. GOTM results for strong stratification without ice cover. Here, the following parameters were used:
sx 5 243 1024 g kg21 m21,H5 10 m, ut 5 0.4 m s21, and ur 5 20.02 m s21. The resulting nondimensional parame-
ters are Si 5 1.71 and Un 5 0.106, and the measures for exchange flow intensity and stratification are M̂ 5 0:460 and
f̂ 5 187:12 , respectively.

B U RCHARD E T A L . 65JANUARY 2023

Unauthenticated | Downloaded 12/07/22 06:11 PM UTC



(Table 2). The major balance is between the stratifying
forces of s-ESCO (f̂5 5 8:63), advection due to gravitational
circulation (f̂5 5 8:43), and ESCO (f̂1 5 3:78) on one hand
and the destratifying agent of advection due to surface stress
(f̂5 5 28:06) and nudging (f̂6 5 22:59), see also Fig. 7d.

e. Parameter space study

To get a clearer picture about the composition of exchange
flow and stratification in ice-free and ice-covered tidal estuar-
ies and its variability, a parameter space study is carried out
with variations in the Simpson number Si and the unsteadi-
ness number Un. The variation of these two nondimensional
parameters is obtained from (16) by systematically varying
the buoyancy gradient bx and the root of the tidally averaged
friction velocity square hu2*,bi1/2:

bx 5
Siv2

Un2
; hu2*,bi1/2 5

vH
Un

: (19)

Since hu2*,bi is a result of the simulation rather than an exter-
nal parameter, it needs to be pre-estimated by means of the
tidal velocity amplitude ut:

hu2*,bi 5
1
T

� t1T/2

t2T/2
u2*,b dt ’

1
T

� t1T/2

t2T/2
cdu

2 dt ’
cd(ut)2

T

� t1T/2

t2T/2
sin2(vt)dt

5
cd(ut)2

2
, (20)

with the depth-mean drag coefficient

cd � k

ln
H/2 + zb0

zb0

( )⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
2
, (21)

where zb0 is the bottom roughness length and k 5 0.4 is the
van Kármán constant. With

FIG. 7. As in Fig. 5, but for relatively strong stratification, see details in Table 1.
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ut’


2

√
vH

cd
√ Un

, (22)

the parameter space study is carried out in the following way:

1) A preliminary grid is prescribed with Un i 5 i/imax 3Unmax
and Sij 5 j/jmax 3 Simax for i 5 0… imax and j 5 0… jmax

with imax 5 245 and jmax 5 430. The parameters (ut)i and
(bx)i,j are then calculated using (19) and (22).

2) Using the variables (ut)i and (bx)i,j together with other
constant dimensional parameters such as H 5 10 m,
v 5 1.4053 1024 s21 (semidiurnal lunar M2 tide), Tn 5 2p/v
and zb0 5 zs05 1023 m (with the surface roughness length zs0)
the water-column calculations are carried out.

3) From each individual simulation, hu2*,bi is diagnosed and
the corresponding corrected values for Si and Un are
calculated.

4) The nondimensional measures M̂ and f̂ are analyzed as
well as their components. These results are then displayed
graphically as color shade plots for the range 0.03# Un# 0.3
and 0 # Si # 2. Table 3 shows the dimensional values of bx,
hu2*,bi1/2, and ut for these corner points. All values outside this
range are not shown.

Following these steps, the dimensional buoyancy gradient
bx and the dimensional tidal velocity values ut at the corner
points of the UnSi parameter space are given in Table 3. Both

the horizontal buoyancy gradient and the tidal velocity ampli-
tude vary by about one order of magnitude. We expect that a
large part of the real conditions of estuarine dynamics are
covered. The tidal velocity amplitudes estimated for the
northern part of the Gulf of Ob (see section 2c) are at the low
end of this parameter space, those in the central part are slightly
outside the parameter space. The values observed in the ice-
covered tidal river part of the Hudson River by Georgas (2012)
with bx 5 0 are covered as well. The results are shown in
Figs. 10–13.

For ice-free estuaries, a first inspection of the parameter
space diagrams for exchange flow intensity (Fig. 10a) and
stratification (Fig. 12a) shows a clear transition between weak
stratification (small Si) and strong stratification (large Si) at
about Si 5 1.2, which is largely independent of Un. This criti-
cal value is consistent with the O(1) estimate by Monismith
et al. (1996) for the trade-off between the stratifying force of
the horizontal density gradient and the destratifying force of
the tidal stress. The actual value of this critical Simpson num-
ber will depend on the local conditions of the estuary, such as
the role of lateral circulation. In the highly idealized one-
dimensional scenarios investigated here, the critical value will
depend on nondimensional parameters such as the bed rough-
ness parameter zb0 /H and the nudging time scale Tnv. Interest-
ingly, a comparable critical value for the Simpson number
does also exist for ice-covered estuaries, see Figs. 11a and 13a.

FIG. 8. As in Fig. 4, but with ice cover. The nondimensional parameters are Si5 0.63 and Un5 0.065, and the meas-
ures for exchange flow intensity and stratification are M̂ 5 0:020 and f̂ 5 1:14 , respectively.
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This threshold is not as sharp as for an ice-free estuary, and it
increases slightly with Un, but it is clearly identifiable by pro-
nounced gradients of M̂ and f̂ with respect to Si.

Without ice cover, results for weakly stratified tidal flow are
comparable to those by Burchard and Hetland (2010), al-
though in that study nudging of salinity had not been ap-
plied, leading to runaway stratification for increased
Si. Note that Burchard and Hetland (2010) scaled Si and
Un with the tidal velocity amplitude instead of the root-
mean-square friction velocity, such that a different range of
values is used for these parameters. In both studies, ESCO
circulation decreases with increasing Un and increases
with Si up to a point close to the switch to stable stratifica-
tion (marked by runaway stratification in Burchard and
Hetland 2010), where it does strongly decrease, see Fig. 4 of

Burchard and Hetland (2010) and Fig. 10b of the present
study. The dependence on Si can be explained by decreasing
tidally averaged eddy viscosity hAyi for increasing stratifica-
tion. A weaker ESCO for larger Un (i.e., larger nondimen-
sional frequency) is due to the fact that for high-frequency
tidal forcing the bottom-boundary layer (BBL) height is
shallower than for low-frequency tidal forcing where the
BBL has more time to develop. Thus, the tidal asymmetry is
reduced. For strong stratification, the ESCO circulation is
reversed and compensates parts of the strongly increased
gravitational circulation, as already reported by Burchard
et al. (2011). In contrast to ESCO, the gravitational circula-
tion is only weakly depending on Un.

Without ice cover, the decomposition of stratification corre-
sponds to the strengths of the estuarine circulation components

FIG. 9. As in Fig. 6, but with ice cover. The nondimensional parameters are Si5 1.46 and Un5 0.098, and the meas-
ures for exchange flow intensity and stratification are M̂ 5 0:063 and f̂ 5 11:90 , respectively.

TABLE 3. Dimensional buoyancy gradient bx and the dimensional tidal velocity values ut at the corner points of the Un–Si
parameter space.

Without ice With ice

Un Si bx (s
22) hu2*,bi1/2 (m s21) ut (m s21) bx (s

22) hu2*,bi1/2 (m s21) ut (m s21)

0.03 0.0 0.00 4.68 3 1022 1.41 0.00 4.68 3 1022 1.29
0.30 0.0 0.00 5.64 3 1023 0.17 0.00 5.64 3 1023 0.15
0.03 2.0 4.28 3 1025 4.68 3 1022 2.32 4.28 3 1025 4.68 3 1022 1.37
0.30 2.0 6.21 3 1027 5.64 3 1023 0.16 6.21 3 1027 5.64 3 1023 0.16
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(ESCO, gravitational circulation, and runoff circulation), see
Figs. 12b, 12c, and 12e. Additionally, tidal pumping (or s-ESCO,
see Fig. 12f) is strongly supporting stratification. This process
is significantly decreasing with Un, that is, with decreasing
tidal asymmetry. In contrast, nudging of salinity toward well-
mixed conditions reduces stratification (Fig. 12g). Also notable
is the error due to nonperiodicity and numerical discretization,
which increases with stratification (Fig. 12h). This error is of
the order of the total stratification, but orders of magnitude
smaller than the individual contributions (see also Table 2).
Since the total stratification f̂ is exactly diagnosed, the term
f̂7 indicates the sum of the errors of the other individual con-
tributions f̂2–f̂6.

When the surface is ice covered, the situation changes
completely. Estuarine circulation (Fig. 11a) and stratification
(Fig. 13a) are much weaker. This is clearly expressed by the
negative contribution from surface stress (Figs. 11d and 13d).
Again, all processes are enhanced with increasing Si, again
due to decreased tidally averaged eddy viscosity hAyi. ESCO
and surface stress circulation are generally enhanced by in-
creasing Un, which is in contrast to the ice-free estuary. The
processes that contribute to stratification in addition to the

advective contributions of ESCO, gravitational circulation, sur-
face stress circulation and runoff circulation (Figs. 13b,c,d,e)
have similar contribution as for an ice-free tidal flow: s-ESCO
supports stratification and increases with Si and decreases with
Un (Fig. 13f) and nudging weakens stratification with increasing
Si and largely independently of Un (Fig. 13g). The error stratifi-
cation is relatively small (Fig. 13h).

6. Discussion

The presence of landfast sea ice on top of an estuarine wa-
ter column has a number of dynamic consequences that result
in a completely different tidal cycle of momentum and stratifi-
cation and substantially changed residual profiles result.

a. Residual surface drag under ice opposes estuarine
circulation

The results presented in sections 4 and 5 show that landfast
sea ice cover changes the character of the estuarine circula-
tion substantially. This is already evident from a highly sim-
plistic linear model with constant eddy coefficients: the no-
slip surface condition for momentum causes a tidally averaged

FIG. 10. Ice-free surface: Exchange flow parameter M̂ and its components M̂1 (ESCO), M̂2 (gravitational circulation), M̂3 (surface
stress circulation), M̂4 (river runoff circulation), and M̂5 (error). The black dot marks the strongly stratified scenario and the black cross
marks the weakly stratified scenario, see section 5d. Red colors denote positive estuarine circulation, and blue colors denote reverse estua-
rine circulation. Note the nonlinear color scale.
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landward surface drag that opposes the seaward surface flow
created by gravitational circulation (Fig. 3). This landward
surface drag creates a reverse estuarine circulation compo-
nent in the same way as an up-estuarine wind stress would do
(Geyer 1997; Lange et al. 2020). Thus, estuarine circulation
under landfast sea ice is strongly reduced but not reversed, as
shown in (A7).

In principle, the situation is similar for tidal flow with vari-
able eddy coefficients. The major difference is that now verti-
cal shear and salinity gradients under landfast sea ice covary
with the eddy coefficients. These processes add various mech-
anisms to the generation of residual flow and salinity anomaly
profiles. The main process shown in the model with constant
eddy coefficients, that is, the tidally averaged landward sur-
face drag acting against the estuarine circulation to fulfil the
no-slip condition, is the same also for the model with tidally
varying eddy coefficients. Except that, with varying coeffi-
cients, the unstable net surface stratification found in the ana-
lytical case is homogenized, as explained in section 6b.

b. Residual differential advection under ice destabilizes
the near-surface flow

Another important process that is already revealed by the
simple linear model is the destabilization of the near-surface

flow under landfast sea ice. The residual velocity under the ice
has positive shear (decreasing with depth), such that by means
of differential advection it transports less salty up-estuarine
water underneath more salty surface water, a process that
leads to a positive salinity anomaly gradient (unstable stratifi-
cation, Fig. 3d).

The residual velocity profiles for the model with tidally vary-
ing eddy coefficients do show strongly mixed but not statically
unstable conditions near the surface for the weak stratification
case (Fig. 5d). For both weak and strong stratification, during
flood tidal straining destabilizes the near-bottom waters simi-
larly to for no ice cover. In contrast, during ebb near surface
waters are destabilized due to tidal straining under the ice.
Ebb and flood conditions are almost mirrored (Figs. 8 and 9),
with a slightly more pronounced destabilization during ebb
flow, which is additionally enhanced by river runoff (Figs. 8d
and 9d).

c. Reversal of ESCO during strong stratification does not
occur under landfast sea ice

For an ice-free surface, the reversal of the ESCO circula-
tion for the strong stratification scenarios is a prominent fea-
ture (Figs. 7a and 10b). A weakening of the ESCO circulation
for conditions close to runaway stratification has already been

FIG. 11. As in Fig. 10, but for an ice-covered surface.

J OURNAL OF PHY S I CAL OCEANOGRAPHY VOLUME 5370

Unauthenticated | Downloaded 12/07/22 06:11 PM UTC



shown by Burchard andHetland (2010) for their one-dimensional
simulations, see their Fig. 4. For two-dimensional cross-sectional
simulations, a reversal had been detected by Burchard et al.
(2011) for relatively strong stratification (see the large Si scenario
in their Table 2). Since those previous studies did not apply nudg-
ing to a constant salinity runaway stratification did already occur
for relatively low values of Si. The explanation for the reversal of
ESCO given by Burchard et al. (2011) is, however, not convinc-
ing in hindsight. They related this to a negative covariance of

shear and eddy viscosity in the highly stratified near-surface re-
gion. However, in the nonturbulent stratified surface layer, shear
and eddy viscosity are both very small, such that their covariance
hA′

yzu
′i should also be small compared to the highly turbulent

bottom layer where their covariance is positive (high eddy viscos-
ity and shear anomalies during flood and vice versa during ebb).
Furthermore, the river runoff profile (dark blue line in Fig. 7a) is
concentrated on the stratified surface, as well as the nondimen-
sional runoff profile g, see (A17). A close inspection of the

FIG. 12. Ice-free surface: Stratification parameter f̂ and its components f̂1 (advective ESCO contribution), f̂2 (advection gravitational
contribution), f̂3 (advective surface stress contribution), f̂4 (advective river runoff contribution), f̂5 (tidal pumping, s-ESCO), f̂6 (nudg-
ing), and f̂7 (error). The black dot marks the strongly stratified scenario and the black cross marks the weakly stratified scenario, see
section 5d. Red colors denote stabilizing contributions, and blue colors denote destabilizing contributions. Note the nonlinear color scale.
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formulation for the ESCO profile, see (A15) for i 5 1
shows that the ESCO profile should be negative in the tur-
bulent bottom boundary layer and highly positive near the
surface, a shape that leads to negative M̂1 and therefore to
a reverse ESCO circulation profile. What can be concluded
here is that during strong stratification when estuarine cir-
culation is substantially enhanced, ESCO residual circula-
tion is reversed.

For an ice-covered estuary, there is no tendency visible for
a reversal of ESCO residual circulation (Figs. 7c and 11b), al-
though gravitational circulation increases with stratification
also for Si. 1.5 (Fig. 11c), but ESCO circulation does not. At

this point, it can be concluded that due to the reverse surface
stress circulation component estuarine circulation is not
strong enough to allow for a reversal of ESCO when estuaries
are ice-covered.

d. s-ESCO contributes dominantly to residual
stratification also with sea ice cover

The new method of decomposing residual stratification re-
veals for the first time the substantial role of s-ESCO for the
tidally averaged stratification. This process acts in addition to
advection-driven tidal straining and is based on the tempo-
ral covariance between eddy diffusivity and vertical salinity

FIG. 13. As in Fig. 12, but for an ice-covered surface.
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gradients, as shown in (A24). The underlying process is the
suppression of vertical turbulent salinity fluxes during times
of strong stratification and vice versa. For weak stratifica-
tion, s-ESCO dominates both free-surface and ice-covered
estuaries (Figs. 5b,d) and contributes to 82% and 70% to
the potential energy anomaly, respectively (Table 2). For
the strong stratification scenario, the role of s-ESCO in gener-
ating residual stratification is much smaller than the major bal-
ance between gravitational circulation as stratifying agent and
ESCO advection and nudging as destratifying agents (Fig. 7b).
However, for the ice-covered scenario it is as strong as grav-
itational circulation (Fig. 7d). In addition to stratification
(as expressed by the Simpson number Si), s-ESCO is also
strongly depending on the nondimensional tidal frequency
(as expressed by the unsteadiness number Un). With increas-
ing Un (higher frequency) this process is less efficient. This
can be interpreted in a way that sufficient time is needed for
building up the vertical structure of the water column after
slack tide in order to allow for the full effect of turbulence
damping on stratification.

e. Perspectives for future work

The major results of this highly idealized one-dimensional
model study show that landfast sea ice cover on tidal estuaries
changes the dynamics drastically. Estuarine circulation as well
as stratification are predicted to be strongly reduced. The way
how dynamics would be changed in real estuaries needs to be
investigated with three-dimensional numerical models of real
Arctic estuaries. Relevant effects of topography, specifically
the channel–shoal interaction, Earth rotation, and channel
curvature would further strongly modify the processes that
have been shown here. As it is standard in estuarine research,
the inclusion of turbulence closure models based on the TKE
equation would be required to reproduce and quantify the ef-
fects of ESCO and s-ESCO. This is what the one-dimensional
model results clearly show. In future three-dimensional model
studies, the temperature equation as well as dynamic sea ice
models should be included to study the effects of Arctic
warming on estuarine sea ice reduction and its consequences
for estuarine functioning in the Arctic.

In recent years, progress has been made in the modeling of
ice-covered estuaries. Detailed model simulations have been
carried out for ice-covered estuarine dynamics for example in
parts of the Baltic Sea (Westerlund et al. 2019; Idzelytė et al.
2020) or the Gulf of Saint Lawrence (Long et al. 2016; Wang
et al. 2018). In terms of high-resolution parameterization of
melting and freezing processes under glacial ice tongues, pro-
gress has been recently made using turbulence closure models
(Jenkins 2021; Burchard et al. 2022). With this, the required
modeling techniques for realistic simulations of tidal estuaries
covered by landfast sea ice are at hand. Additionally, field ob-
servations of the tidal dynamics under estuarine landfast sea
ice cover are urgently needed to gain quantitative process un-
derstanding and to obtain validation data for numerical mod-
els. The tidal freshwater study by Georgas (2012) was a first
step toward such field observations and model simulations.

7. Conclusions

Although some of the largest estuaries in the world are
covered during about half of the year by landfast sea ice
(section 2), a systematic characterization of their estuarine
dynamics has not yet been made. The only other study
(Georgas 2012) that systematically investigated the effects
of landfast sea ice on tidal flow was carried out upstream of
the salt intrusion. The present study is meant as a first step
to extend the study by (Georgas 2012) to the estuarine
parameter space including effects of horizontal density gra-
dients. For situations without influence of horizontal salinity
gradients, the present study could confirm the results by
(Georgas 2012) who showed the effect of the no-slip surface
boundary condition by means of field observations and
three-dimensional model results.

In classical free-surface estuaries, generation processes of
estuarine circulation and estuarine stratification have been a
focus during the last seven decades (Pritchard 1952; Hansen
and Rattray 1965; Ianniello 1979; Simpson et al. 1990; Jay and
Musiak 1994; MacCready 2004; Stacey et al. 2010; Burchard
and Hetland 2010; Lange and Burchard 2019). One funda-
mental method of analysis is based on the decomposition of
tidally averaged profiles of momentum and salinity into con-
tributions from terms in the momentum budget (section 1),
using one-dimensional analytical or numerical water-column
models. Such an analysis is applied here to juxtapose free-
surface and ice-covered estuaries. The result is that landfast
sea ice cover substantially changes the estuarine dynamics
(section 6). The major process is a surface-stress related com-
ponent that opposes classical estuarine circulation in a way
comparable to landward wind stress forcing.

One-dimensional models are highly idealized by assuming
among others horizontal homogeneity and constant horizon-
tal buoyancy gradients and can therefore only give some first
quantitative orientation of the underlying dynamics. Many of
these insights from one-dimensional models have, however,
been supported by field observations (Simpson et al. 2002;
Becherer et al. 2016) or realistic model simulations (Scully
et al. 2009; Scully and Geyer 2012; Lange et al. 2020). To add
some generality to the water-column simulations used here, a
large parameter space spanned by the Simpson number and
the unsteadiness number is studied, covering unstratified and
stratified estuaries of various tidal intensity. To enforce tidally
periodic simulations and avoid runaway stratification, nudging
to a constant salinity has been applied. It should be noted that
in simulations with realistic estuarine bathymetry periodic
forcing would lead to periodic results after some time. Salinity
nudging is meant to parameterize the processes that lead to
periodicity. To gain a more robust understanding of Arctic es-
tuaries, future studies should include field observations and
three-dimensional idealized and realistic model simulations.

Such a fundamental understanding is needed to predict
changes in Arctic coastal regions that are triggered by the
accelerated warming induced by Arctic amplification. This
would also require conducting multiannual model simulations
that include the melting and freezing periods during spring
and autumn, which would lead to additional destabilization
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(spring) and stabilization (autumn) of the water column. For
this, more realistic site-specific three-dimensional model stud-
ies would be required.
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APPENDIX

Decomposition of Residual Velocity and Salinity
Anomaly Profiles

a. Temporally constant eddy coefficients

1) VELOCITY PROFILES

The assumption of a stationary eddy viscosity Ay 5 hAyi
in (3) leads to

z(Ayzhui) 5 gxhhi 1 zbx: (A1)

With constant eddy viscosity Ay, the flux condition (4) at
the surface and the no-slip condition (5) at the bed, the so-
lution for the velocity profile is obtained as

hu(z)i 5 8
z
H

( )3
1 9

z
H

( )2
2 1

[ ]
ug︸������������︷︷������������︸

gravitational circulation

1 3
z
H

( )2
1 4

z
H

( )
1 1

[ ]
us︸�������������︷︷�������������︸

surface stress circulation

1
3
2

1 2
z
H

( )2[ ]
ur︸��������︷︷��������︸

river discharge

(A2)

with the exchange velocity due to gravitational circulation,
ug 5 (bxH

3)/(48Ay), and the exchange velocity due to sur-
face-stress circulation, us 5 u*,s |u*,s|H/(4Ay).

All terms in (A2) fulfill the no-slip bottom boundary con-
dition hui(2H) 5 0. Furthermore, the first two terms inte-
grate to zero (in the sense that they are exchange profiles)
and the depth-average of the last term is ur. In (A2), the
velocity shear at the bottom is

zu(2 H) 5 1
H

(6ug 2 2us 1 3ur), (A3)

such that classical estuarine circulation with zu(2H) . 0 is
obtained for

6ug 2 2us . 23ur (A4)

(note that ur # 0). Thus, gravitational circulation needs to
exceed a certain strength to overcome the runoff circula-
tion. This means additionally that a strong landward surface
stress with us . 0 can create reverse estuarine circulation
with zu(2H) , 0.

To represent the presence of landfast sea ice the no-slip
condition u(0) 5 0 and thus hu(0)i 5 0 at the surface is ob-
tained by

us 5 ug 2
3
2
ur, (A5)

which gives with (A2) the tidally averaged velocity profile
for an estuary covered with landfast ice

hu(z)i 5 z
H

( )
8

z
H

( )2
1 12

z
H

( )
1 4

[ ]
ug︸���������������︷︷���������������︸

gravitational circulation

2 6
z
H

1 0:5
( )2

2 0:25

[ ]
ur︸��������������︷︷��������������︸

river discharge

:

(A6)

In (A6) it becomes clear that the flow part related to river
discharge is symmetric around the middepth at z 5 2H/2.

Inserting (A5) into the condition for classical estuarine
circulation (A4) gives the condition

ug . 0, (A7)

which means that adding landfast sea ice to a classical estu-
arine circulation situation will not reverse the sense of the
estuarine circulation.

2) SALINITY ANOMALY PROFILES

Assuming temporally constant eddy diffusivity and no
nudging toward a target salinity (Tn " ‘), (13) gives

Ds
T

1 huisx 2 z(Kyzhsi) 5 0, (A8)

with the shift in salinity during one tidal cycle, Ds, that is
assumed to be depth-independent. To eliminate Ds, (A8) is
vertically integrated over the full water depth, using the
boundary conditions (9), such that (13) can be reformulated
as

z(Kyzhsi) 5 (hui 2 ur)sx, (A9)

where (7) has been used.
Two subsequent integrations of (A9) from a position z in

the water column to the surface lead to

hs(z)i 5 hs(0)i 1
�0

z

�0

z′
hu(z′′)idz′′dz′ 2 z2

2
ur

[ ]
sx
Ky

: (A10)

With the definition of the salinity anomaly,

hs̃(z)i 5 hs(z)i 2 1
H

�0

2H
hs(z)idz, (A11)

the salinity anomaly is given as
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with the salinities

sg 5 ug
sxH

2

Ky

5 2
b2xPr

tH5

48A2
ygb

,

sw 5 us
sxH

2

Ky

5 2
u*,s |u*,s|bxPrtH3

4A2
ygb

,

sr 5 2ur
sxH

2

Ky

5
urbxPr

tH2

Ay gb
:

(A13)

To obtain salinity anomaly profiles for landfast sea ice, con-
dition (A5) must be additionally applied.

b. Time-varying eddy coefficients

1) VELOCITY PROFILES

Using

hAyzui 5 hAyizhui 1 hAy ′zu
′i, (A14)

where the second term on the right-hand side denotes ECSO,
(3) can be formally solved as

hu(z)i 5 +
3

i51

�z

2H
Ai(j)dj 2

g(z)
H

�0

2H

�z

2H
Ai(j)dj dz

[ ]
2 g(z)ur

≡ +
3

i51
hui(z)i 2 hu4(z)i, (A15)

with the terms

A1(z) 5 2
hAy ′ (z)zu′(z)i

hAy(z)i
, A2(z) 5

z2bx
2hAy(z)i

,

A3(z) 5
hu*,s|u*,s |i
hAy(z)i

, (A16)

and the nondimensional residual runoff velocity profile

g(z) 5
H
�z

2H

j

hAy(j)i
dj�0

2H

�z

2H

j

hAy(j)i
dj dz

, (A17)

see Burchard and Hetland (2010) for details of the deriva-
tion. In (A15), hu1(z)i is the contribution from ESCO,

hu2(z)i is the contribution from gravitational circulation and
hu3(z)i is the contribution from surface stress. The bottom
boundary value of A1 is based on the following law-of-the-wall
relations:

Ay(2H) 5 kzb0 |u*,b|, zu(2H) 5 u*,b
kzb0

for z 5 2H,

(A18)

with the van Kármán constant k 5 0.4 and the bottom
roughness parameter zb0 . With (A18),

hAy(2H)i 5 kzb0h|u*,b|i,
hAy(2H)zu(2H)i 5 h|u*,b|u*,bi,

hAy(2H)izhu(2H)i 5 h|u*,b|ihu*,bi,
(A19)

is obtained such that

A1(2H) 5 h|u*,b|ihu*,bi 2 h|u*,b|u*,bi
kzb0h|u*,b|i

5

h|u*,b|ihu*,bi 2
htbi
r0

kzb0h|u*,b|i
:

(A20)

2) SALINITY ANOMALY PROFILES

Starting from (13), and carrying out two subsequent inte-
grations from z′ 5 z to z′ 5 0, the residual salinity profile
can be decomposed as

hs(z)i 2 hs(0)i 5 +
6

i51
hsi(z)i, (A21)

where

hsi(z)i 5
�0

z

sx
hKyi

�0

z′
hui(z′′)idz′′dz′ for i 5 1,…; 3 (A22)

are the residual salinity profiles due to ESCO, gravitational
circulation and surface stress, respectively,

hs4(z)i 5
�0

z

ursx
hKyi

�0

z′
[g(z′′) 2 1] dz′′

{ }
dz′ (A23)

is the residual salinity profile due to river runoff and

hs5(z)i 5
�0

z

hK′
yzs

′i
hKyi

dz′ (A24)

is the residual salinity profile due to s-ESCO. Furthermore,
the nudging term results as

hs6(z)i 5
1
Tn

�0

z

1
hKyi

�0

z′
[hs(z′′)i 2 hsi] dz′′dz′: (A25)

Finally, the decomposition of the residual salinity anomaly
profile is obtained by

hs̃ i(z)i 5 hsi(z)i 2
1
H

�0

2H
hsi(z′)idz′ for i 5 1,…; 6: (A26)
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